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1 Summary

The development of communication technology has allowed us to see and talk to each other instanta-
neously, even from opposite sides of the globe. But as useful as video conferences are, sometimes they
just don’t cut it for some of the more formal meetings, and participants are required to show up in
person. This gives rise to the question of where to hold the meeting.

A company generally wants to have the most productive meeting at the lowest possible cost. The
productivity of a meeting depends on different factors, of which, especially for international meetings, jet
lag is definitely one: a medical condition where one’s circadian rhythm is disrupted by rapid transmeridian
travel, lowering one’s productivity significantly by triggering fatigue, headaches and irritability. Another
factor is climate and weather: transitioning from a tropical archipelago to a wintry wasteland would be
definitely jarring for many people. Other minor factors such as quality of accommodation, quality of
food and availability of services can also play apart.

The total cost of the meeting also depends on many factors: tickets, accommodation, et cetera. Plane
tickets can vary in price depending on the airline, the destination and origin, the presence of transfers
and many others. The price of hotels or other accommodation fluctuates with the location as well as the
amount the company is willing to fork out. Purchasing food, local transport and other commodities is
also highly dependent on where the meeting is held.

In this paper, we will be attempting to develop an algorithm to determine the best meeting places
based on these criteria. Obviously, it would be difficult to accommodate all of these factors. As a result,
we will only be considering several key factors.

First, we will consider the impact of jet lag on productivity. We will be determining the best way of
measuring this impact as a function of the time difference between the origin and destination cities of
each individual. The cities with an overly large productivity loss can then be filtered out, and the best
possible region isolated.

The region will then be further narrowed by considering cost. We will attempt to develop a way
of estimating the cost based on the origin and destination cities, and the final search region will be
determined by optimizing for the lowest possible cost.

Finally, within the region, other factors such as climate and service availability will be used to filter
out the unnacceptable cities, producing the final list of feasible meeting places.

This algorithm will be tested on two test cases, and the result reported.
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2 Introduction

Organizing a meeting is always a demanding job, especially when it involves people from all corners of
the world. Problems anticipated in organizing one include productivity, which is affected by jet lag and
comfort, as well as cost, including accommodation and plane tickets.

To locate an appropriate venue for the meeting, an algorithm is to be designed to compare locations
all around the world and determine the best ones. The model must be closely aligned to the data
available to the algorithm, while at the same time having the flexibility to accommodate different data
sets.

Before constructing the algorithm, we will first begin by defining the problem.

3 Defining the problem

3.1 Question restatement

This question requires us to:

1. Create an algorithm that generates a list of suggestions of the best places to hold the meeting
given the details of the event, including the number of participants, their home cities and the
approximate time of the year it is held.

2. Test the algorithm on two given data sets.
Given these objectives, we can begin laying out the assumptions and variables we need to account

for and define.

3.2 Assumptions

In designing our model, we decided on several basic assumptions. Listed in the table are the assumptions
and our justifications for them.

How these assumptions affect the accuracy and precision of the algorithm will be discusses in the

Assumption

Justification

No delay is caused by weather, air traffic,
accidents or other reasons.

All flights and aircraft fly at the same con-
stant speed and in the shortest path to their
destinations.

All airlines provide flights at the same price,
and direct flights are available and used every
time.

The effect of rotation of the Earth on the
flights is negligible.

The decrease in productivity and impact on
health of jet lag is same for all individuals.

Time zones are perfectly divided by unbroken
lines of longitude.

These factors are extremely difficult to
model, and thus the uncertainty is unavoid-
able.

Otherwise, the flight behaviour would be too
difficult to model.

Crunching airline prices and routes is beyond
the scope of this project, given the time and
information provided.

The Coriolis and centrifugal forces are tiny
compared to air resistance, lift and engine
thrust.

Insufficient information is given for more spe-
cific predictions to be made

This vastly simplifies the searching, and bet-
ter reflects the day/night cycles, which is the
real determinant of productivity.

Limitations and Weaknesses sections.
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3.3 Variables

Listed are all the variables we handled in our investigation.

Symbol Variable Definition References

t(X) Time offset (hr) The offset of the local time of a location 4.2
X relative to UTC.

N/A Timezone A region in which the time offset is the
same

N/A Timezone difference (hr) The difference in local time between two 4.1, 4.2
timezones, t(A) — t(B)

l Jet lag (hr) The absolute amount of offset of your 4.1, 4.2
body clock relative to local time.

L Overall productivity loss [[dt, the total impact of jet lag [ over 4.2

(hr) the course of the meeting
Liotal Total overall productivity > L, the total of the overall productiv- 4.2
loss (hr) ity losses of all the participants in the

meeting

t Time (day) Days since the start of the meeting. 4.2

d Distance of flight (km) The length of the arc of a great circle 4.1, 4.3
connecting the origin and destination of
the flight.

N/A Latitude (°) The north-south coordinate of a point 4.1, 4.2
relative to the equator.

N/A Longitude (°) The east-west coordinate of a point rel- 4.1, 4.3

ative to the prime meridian.

When fleshing out the algorithm, some of these variables will be further defined and elaborated on.
The sections that reference these variables can be seen in the fourth column above.

4 The Algorithm

4.1 Overview

The first priority of the algorithm is to maximize productivity, and the second priority is to minimize
cost. The former is correlated with jet lag, which will be represented and minimized first with the input
of timezone difference. The latter is approximated with the input of distance of flight, which will serve
as the criterion for a second stage of selection.

The output of the algorithm requests a list of recommended places, which we interpret as cities. To
obtain this list, a region defined by longitude and latitude will be found, and the major cities within

picked out.

To transform the input variables into the output list, there are three main steps:

1. Jet lag is minimized across 24 time zones to narrow the search region to a longitude range.

2. Cost is minimized across 12 latitude regions to narrow the search to a specific latitude/longitude-
bounded area.

3. The cities in the area are filtered for size, accessibility and environmental hostility.
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4.2 Selecting the time zone

Let us consider a specific person experiencing jet

lag. While the impact on productivity definitely ( Start )
increases with the timezone difference, it may not
necessarily be a direct linear relationship.

Studies show[1] that our body clock adjusts to i 0 Lol
time differences at a linear rate, and that this rate
varies depending on whether the offset is positive

or negative. This gives a graph like below.

4
Consider the first | P
<

element of S, C

l

lo

t
T

Figure 2: Plotting jet lag (1) against time ()

Jet lag reflects loss in instantaneous produc-
tivity, i.e. the rate at which work is done. Loss of
overall productivity, or total work done, would in-
stead correspond to [l dt, or the shaded triangle,

1
L=-[T. Ligta + B2 = Ligta Liotal + %2 = Ligtal
2

The rate of recovery in hours readjusted per

day, r, is modeled as a constant. Therefore, it can l
l

be trivially shown that r = 7. So, / /
Remove C from §

— 102

o
r is 1 hour per day and 1.5 hours per
day for positive and negative time displacements
respectively[l]. However, how is [ calculated?
Simply deducting the time offsets to obtain the

timezone difference would not work, as that would
imply that UTC+11 and UTC-11 would give 22-

hour jet lag, while in reality it should be 2 hours. Figure 1: The procedure for calculating Liogar for

. TO.a-C(?OUI.It for this.,, we can do a simple test: 0,000 P with a set of origin cities S. t(X) is the
if the initial JE'}t 'lag lp is greater than 12, then we time offset from UTC at location X
deduct 24. If it is less than —12, then we add 24.

This means that an eastward 22 hour lag will become a westward 2 hour lag, and vice versa.

There is the possibility that adjusting the direction of travel would actually increase the overall
productivity loss L due to the different coefficients. However, this is not a concern as the biological
clock adjusts towards the nearest day/night cycle, not the one that will be achieved faster, so this would
actually reflect reality better.

Therefore, for any given origin city and destination timezone, the overall productivity loss L of the
individual can be computed. Then, for each hypothetical timezone, the total overall productivity loss
Liota can be determined by summing the individual overall productivity losses of each participant. The
whole process is illustrated in Figure 1.

After the losses are evaluated for every timezone, the timezone with the lowest Liota1 can be selected.
As timezones are discrete, it is impossible (or rather, meaningless) to further narrow down the longitude
with this criterion, and we can move on to the second part.

Is S empty?
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4.3 Selecting the latitude range

The distances of flight impacts our choice in two ways:
for one, a long flight creates stress on the traveler which
decreases productivity. But more importantly, it is pos-
itively correlated the cost of flight. As a result, it will
be used in the second stage of selection to determine
the best latitudes.

The timezone will be divided into 12 regions, each
spanning 15° of latitude and longitude. A phantom city
will be placed at the center of each region (coordinates
being the average of the latitude and longitude bounds).

The flight distance (d) from a city to a region will
be defined as the shortest distance from the city to the
phantom city, i.e. the length of the arc of a great circle
joining the two points. From the latitudes and longi-
tudes of these points, geometry can be then used to
determine d for any particular flight.

Let A and ¢ be latitude and longitude respectively,
and 6 be the angle subtended by the arc between the

two points. First, project Earth onto a unit sphere Figure 3: The division of latitude into regions
in a Cartesian coordinate plane. If the geographical

. . . 0 . .
coordinates (0, 0) correspond to Cartesian coordinates (?), then latitude and longitude represent the

. 0 . .
rotation of the vector (g) around the z- and y-axes respectively, in that order. In other words,

cos¢p 0 —sing 1 0 0 0 —cos Asin ¢
P= 0 1 0 0 cosA —sinA| [0] = —sin A . (1)
sing 0 cos¢ 0 sinA  cosA 1 COS A cos ¢

The angle between the two position vectors, i.e. 6, is the cosine by their dot product (divided by the
product of their magnitudes, which is 1). So,

— Ccos A1 sin ¢ — COS Ao Sin ¢
cosf = —sin \q . —sin Ay
COS A1 COS @1 COS Ao COS (g

= COs A1 sin ¢ cos Ao Sin ¢g + sin Aq sin Ao + cos A1 cos 1 coS A3 oS ¢o
= c0s A1 o8 \a(Sin ¢ sin ¢y + oS @1 €os o) + sin Aq sin Ao
= €08 A1 €OS Az €OS (1 — o) + sin Aq sin Aa.

Thus, as arc length = 70,

d = Rp * cos™*(cos A; cos Ay cos (¢1 — ¢) + sin \q sin \y) (3)

where Rg is the radius of the Earth.
Then, we have to attempt to relate distance to cost. According to a study by Rome2Rio[2], cost has

an approximate linear correlation with flight distance:
$1,400

le)

v v
Rl
8 B8
S S

Cost = $50 + Distance * $0.11 (4)

Due to the linear nature of the relationship, the dis-
tances can simply be summed to obtain the sort key
(in the case of other relationships, the individual costs
would have to be summed, as the distribution of flight
distance among individuals would influence the total
cost).

By calculating the dyota) for each latitude region, the Flight distance (miles)
one with the minimum di., can simply be selected.

The corresponding area will be the new search region. Figure 4: Ticket price against flight distance [2]
Then, we can move on to the third part.

g

€
8

Typical fare (USD, 20th percentil
«
-
8

v
=}
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4.4 Filtering the results

Within the region obtained, viable cities have to
be picked out. There are two main criteria for this:

1. The city must have an airport

2. The city must have a mean temperature at
that time of the year between 0°C and 35°C.

The reason for the first criterion is clear: there
needs to be an airport for the meeting individuals
to fly there. Furthermore, the location needs to
have a certain level of services, of which having an
airport is strongly indicative.

For obvious reasons, airports reserved for mil-
itary or private use are excluded, as they do not
allow commercial flights to land.

The second criteron is concerned with the com-
fort and therefore productivity of the individuals.
A too-cold or too-hot location would adversely
impact their productivity, and so this is to be
avoided.

As it is difficult to quantify discomfort due to
climate differences, we have simply defined a range
beyond which temperature is deemed unaccept-
able.

It is possible that no viable cities are found.
There may be two reasons for this:

1. The area is too remote and has no airports.

2. The area is in polar or tropical desert re-
gions, where the temperature criterion dis-
qualifies all cities.

3. The region is over the ocean, where there are
no cities.

In such a case, we refer back to the second
stage and take the next best latitude region, then
repeat the search. If all latitudes are exhausted,
then we refer back to the first stage and take the
next best longitude range, and repeat.

The entire filtration procedure is detailed in
Figure 5. The final generated list of cities is the
list submitted as the output.

In the next section, we will summarize all three
stages of the algorithm.

4.5 Summary

The overarching structure can be restated as such:

No

Start

A

i {3-C

Consider the first
element of S, C

Does C have an airport?

Yes
y

No

Does C have an average minimum
temperature > 0°C?

Yes
y

Does C have an average maximum
temperature < 35°C?

Yes

y

AddCto C

Remove C from §

No

Yes

Figure 5: The procedure of filtering out invalid cities.
S is the set of cities within the considered area.

1. Find the optimum longitude range by minimizing productivity loss due to jet lag.

2. Find the optimum latitude range by minimizing the cost of flight tickets.

3. Coustruct a list of cities in the latitude/longitude-bounded region that satisfies temperature and

accessibility requirements.

4. If no cities are found, return to Step 2 and try the next best latitude range. If no cities are found
in all latitude ranges, return to Step 1 and try the next best longitude range.
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The flowchart below summarizes this.

Start

y

Sort the 24 potential
longitude ranges into A

[ Consider the first element in A

h w
_/

Sort the 12 potential
latitude ranges into B

[ Consider the first element in B

Push valid cities that Remove the first Remove the first
within ranges into C element in B element in A

Is B empty? Is B empty?

Figure 6: The overall logic of the algorithm

The red, blue and green processes require the evaluation of the sort keys of Stages 1 and 2, and the
validation process for stage 3. They are laid out below in the corresponding colors.
Note that some charts are duplicates of smaller versions in the last 3 sections.
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Start

/ 0 — Ltotal

Consider the first
element of S, C

A

/ t(P)-t(C) — [

NN

Liotar + B2 — Ltotal / Ltotar + VA2 — Ltotal

y

/ Remove C from S /

Is S empty?

Figure 7: The sort key for Stage 1.
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Start

A
/ 0 — diotal

Consider the first
element of S, C

DN

diotal YRE*COS™1(COS A €OS Ay cOS(d1-02)+sin Aq sin A) — deoal

Remove C from §

Is S empty?

Figure 8: The sort key for Stage 2.

10
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Start

{}—C

Consider the first
element of S, C

No

Does C have an airport?

Yes

No Does C have an average minimum

temperature > 0°C?

Yes

No Does C have an average maximum

temperature < 35°C?

/ AddCtoC /
—> / Remove C from S /

Yes

End

Figure 9: The validation process for Stage 3.
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5 Applying the Algorithm

5.1 “Small Meeting”

The individuals we had to consider are listed in the table below, along with the cities’ timezones and
coordinates.

Monterey CA, USA Zutphen, Netherlands Moscow, Russia
UTC-7 UTC+2 UTC+3
Shanghai, China Hong Kong (SAR), China Melbourne, Australia
UTC+8 UTC+8 UTC+11

Table 1: The cities and timezones of the individuals

City Monterey CA, USA Zutphen, Netherlands Moscow, Russia
Lat. 36°36°14.2344” N 52°8’33.85” N 55°45’8”N
Long.  121°53°54.4560” W 6°11’45.81"E 37°36’56”E
City Shanghai, China Hong Kong (SAR), China Melbourne, Australia
Lat. 31°0’18”N 22°15°0”N 37°49°0”S
Long. 121°24’317E 114°10°0"E 144°58' 0" E

Table 2: The coordinates of the cities

In Stage 1, Excel was used to calculate the overall productivity losses L of each city in each timezone,
and therefore the total overall productivity losses Liotal Of each timezone. This is shown in Figure 10.

Monterey CA, Zutphen, Moscow, Shanghai, Hong Kong Melbourne,
USA Netherlands Russia China (SAR), China  Australia
-7 2 3 8 8 11 L_total

-12 8.333333333 50 40.5 8 8 0.5 115.333333
-11 5.333333333 60.5 50 125 12,5 2 142.833333
-10 3| 48_' 60.5 18 18 4.5 152
-9 1.333333333 40.3333333 48 24.5 245 8 146.666667
-8 0.333333333 33.3333333 40.33333333 32 32 12.5 150.5
-7 0 27 33.33333333 40.5 40.5 18 159.333333
-6 0.5 21.3333333 27 50 50 24.5 173.333333
-5 2 16.3333333  21.33333333 60.5 60.5 32 192.666667
-4 4.5 12 16.33333333 438 48 40.5 168.333333
-3 8 8.33333333 12 40.33333333  40.33333333 50 159
-2 12,5 5.33333333 8.333333333 33.33333333 33.33333333 60.5 153.333333
-1 18 3 5.333333333 27 27 48 128.333333
0 24.5 1.33333333 3 21.33333333 21.33333333 40.3333333 111.833333

1 32 0.33333333 1.333333333 16.33333333 16.33333333 33.3333333 99.6666667

2 40.5 0 0.333333333 12 12 27 91.8333333

3 50 0.5 0 8.333333333 8.333333333 21.3333333 88.5
4 60.5 2 0.5 5.333333333 5.333333333 16.3333333 90

5 72 4.5 2 3 3 12 96.5

6 40.33333333 8 4.5 1.333333333 1.333333333 8.33333333 63.8333333

7 33.33333333 125 8 0.333333333 0.333333333 5.33333333 59.8333333

8 27 18 12.5 0 0 3 60.5

9 21.33333333 24.5 18 0.5 0.5 1.33333333 66.1666667
10 16.33333333 32 24.5 2 2 0.33333333 77.1666667
11 12 40.5 32 4.5 4.5 0 93.5
12 8.333333333 50 40.5 8 8 0.5 115.333333

Lowest L_total 59.8333333
Timezone 7

Figure 10: The Excel setup for finding the best timezone (Small Meeting).

12
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Note that +12 and -12 are the same longitudes; they are included for symmetry only. These values
give a graph of Liyta against timezone, shown in Figure 11.

210
=
E 190
2 170
2 150
2 130
= 110
Z 90
S 70

-12-11-10 -9 8 -7 6 5 4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 1011 12

Time Zone

Figure 11: The graph of Liota against timezone (Small Meeting).

There are several things to note about the graph. First, the smooth parabolic shape seen in several
sections: this shape is expected as the formula to calculate Lo, involves the square of a linear function
of the timezone. Therefore, when graphed against the timezone, a quadratic shape would naturally
appear.

However, it can be seen that it is not a continuous quadratic. This is the second thing to note, which
is explained by the timezone differences crossing the 12 hour mark and therefore 'flipping’ in its L’s
(overall productivity loss’) direction of change. This thus causes ’jumps’ and even changes in direction
in the graph when multiple cities 'flip’ at the same time.

Back to the task, as can be seen in the image, the timezone with the smallest Liota is UTC+7. This
corresponds to a longitude range of 97.5 — 112.5°E.

Now, we can move to Stage 2. Excel was used to determine the diota for phantom cities in the
97.5 — 112.5°E longitude band.

Degrees latitude -82.5 -67.5 -52.5 E37:5] -22.5 =74 7.5 225 375 52.5 67.5 825
9! longitude 105 105 105 105 105 105 105 105 105 105 105 105
Radians latitude -1.439897 -1.178097 -0.916298 -0.654498 -0.392699 -0.1309 0.1309 0.392699 0.654498 0.916298 1.178097 1.439897

longitude 1.832596 1.832596 1.832596 1.832596 1.832596 1.832596 1.832596 1.832596 1.832596 1.832596 1.832596 1.832596
Degrees  Radians
latitude 36.60395  0.63886
longitude  -121.8985 -2.127529
latitude 5214274 0910062
longitude 6.196058 0.108142
latitude -37.81667 -0.660025
longitude 144.9667 2.530146
latitude 31.005 0.541139
longitude 121.4086 2.11898
latitude 2225 0.388336
longitude 114.1667 1.992584
latitude 55.75222  0.97306
longitude 37.61556 0.656515

14623.47 15515.61 15990.11 15895.97 15267.53 14281.67 13096.04 11806.24 10467.85 9118.223 7790.715 6526.679

15863.04 15560.77 14802.59 13757.24 12552.52 11265.57 9944.273 8624.612 7343.136 6149.651 5125.246 4403.179

5183.163  4119.23 3473.632 3491.018 4163.011 5240912 6521.748 7900.501 9324.002 10760.17 12182.34 13557.86

12652.87  11039.4 9421.445 7805.974 6201.462 4624.316 3120.683 1880.566 1668.896 2735976 4199.065 5762.994

11657.83 10008.56 8359.289 6712.841 5074.038 3455.536 1911503 942.8098 1909.717  3453.56 5072.022 6710.81

15823.76 14779.12  13521.8 12160.38 10750.76 9326.678 7915.804 6551.346 5287.717 4230.293 3576.725 3561.373

-82.5 -67.5 -52.5 -37.5 =22.5 -7.5 7.5 225 375 5285 67.5 82.5
6779.873 615578 5503.663  4882.02 4311597 3780.432 3285.541 2898.982 2858.681 3056.261 3367.094 3789.583

minimum distance:  2858.681
suggested latitude: 37.5

Figure 12: The Excel setup for finding the best latitude (Small Meeting).

This can be graphically represented. See Figure 13.

13
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Figure 13: The graph of dioa against latitude (Small Meeting).

As diota and its derivatives are continuous at all points, a smooth curve like this is expected. From
this data, we can see that the optimal latitude is 37.5°. Therefore, the final search region is bounded by
30 <A <45 and 97.5 < ¢ < 112.5.

In that region, there are 5 cities with airports. Noting that the meeting is held mid-June, let us look
at their temperatures.

1. Xi’an has an average temperature range of 19 — 30°C; it is valid.

2. Cheng Du has an average temperature range of 21 — 28°C; it is valid.
3. Nanchong has an average temperature range of 24 — 32°C; it is valid.
4. Lanzhou has an average temperature range of 14 — 27°C; it is valid.

5. Xining has an average temperature range of 9 — 23°C; it is valid.

As all of them have passed, the final list of recommendations can be generated:

City Latitude Longitude

Xi’an 35°15'44” N 108°56’16”E
Cheng Du  30°34'22”N  104°4’00"E
Nanchong  30°47°0"N 106°8°0"E

Lanzhou  36°3’23"N  103°47'32"E
Xining 36°37°0’N  101°46’0"E

Table 3: The list of recommended places for the ‘Small Meeting’

5.2 “Big Meeting”

The individuals we had to consider are listed in the table below, along with the cities’ timezones and
coordinates.

14
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Boston MA, USA x2

Utrecht, Netherlands Warsaw, Poland

UTC-5 UTC+1 UTC+1
Copenhagen, Denmark Moscow, Russia Singapore
UTC+1 UTC+3 UTC+8
Beijing, China Hong Kong (SAR), China x2 Melbourne, Australia
UTC+8 UTC+8 UTC+10

Table 4: The cities and timezones of the individuals

City Boston MA, USA x2 Utrecht, Netherlands Warsaw, Poland
Lat. 42°21°29”N 52°534.3534” N 52°15°0"N
Long. 71°3’37"W 5°6’16.1280”E 21°0°0"E

City  Copenhagen, Denmark Moscow, Russia Singapore

Lat. 55°40°0”N 55°45'8” N 1°22°0”N
Long. 12°35°0"E 37°36’56"E 103°48°0"E
City Beijing, China Hong Kong (SAR), China x2 Melbourne, Australia
Lat. 39°55'44” N 22°15°0”N 37°49°0”S
Long. 116°23’18”E 114°10°0"E 144°58°0"E

Table 5: The coordinates of the cities

Excel was used to calculate the overall productivity losses L of each city in each timezone, and
therefore the total overall productivity losses Lioa of each timezone. This is shown in Figure 14.

Boston MA,  Boston MA,  Utrecht, Warsaw, Copenhagen, Moscow,
USA USA Netherlands  Poland Denmark Russia

5 =5 1 1 1 3

-12 16.33333333 16.33333333 60.5 60.5 60.5 40.5
-11 12 12 48 48 48 50
-10 8.333333333 8.333333333 40.33333333 40.33333333 40.33333333 60.5
-9 5.333333333 5.333333333 33.33333333 33.23333333 33.33333333 48
-8 3 3 27 27 27 40.33333333
-7 1.333333333 1.333333333 21.33333333 21.33333333  21.33333333 33.33333333
-6 0.333333333 0.333333333 16.33333333 16.33333333 16.33333333 27
-5 o 0 12 12 12 21.33333333
-4 0.5 0.5 8.333333333 8333333333 8.333333333 16.33333333
=) 2 2 5.333333333 5.333333333 5.333333333 12
-2 4.5 4.5 3 3 3 8333333333
-1 8 8 1.333333333 1.333333333 1.333333333 5.333333333
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Figure 14: The Excel setup for finding the best timezone (Big meeting).

These values give a graph of Lo against timezone, shown in Figure 15.

Similar to the ‘Small Meeting’ scenario, the same
is UTC+43, i.e. the longitude range 37.5 — 52.5°E.

"broken parabolas’ are seen. The optimal timezone

Then we move to Stage 2. Excel was used to determine the region with the lowest diota1. This is seen

in Figure 16.
The graph is shown in Figure 17.
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Figure 15: The graph of Liota against timezone (Big meeting).
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Figure 16: The Excel setup for finding the best latitude (Big Meeting).
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Figure 17: The graph of diota against latitude (Big Meeting).
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Clearly, the latitude 52.5°N has the lowest diota;. This gives a search region of to 45 < A < 60 and
37.5 < ¢ < 52.5.

Here, we find 11 cities with airports. Noting that the meeting is in January, let us look at each one
in turn.

1. Atyrau has an average minimum temperature of —13°C; it is disqualified.

2. Astrakhan has an average minimum temperature of —12°C; it is disqualified.

3. Elista has an average minimum temperature of —8°C; it is disqualified.

4. Krasnodar has an average minimum temperature of —2°C; it is disqualified.
Rostov-On-Don has an average minimum temperature of —5°C; it is disqualified.
Donetsk has an average minimum temperature of —7°C; it is disqualified.

Uralsk has an average minimum temperature of —14°C; it is disqualified.

Voronezh has an average minimum temperature of —11°C; it is disqualified.

© »®» N o o«

Samara has an average minimum temperature of —15°C; it is disqualified.
10. Kazan has an average minimum temperture of —19°C; it is disqualified.
11. Moscow has an average minimum temperature of —9°C; it is disqualified.

12. Nizhniy Novgorod has an average minimum temperature of —120C; it is disqualified.

Therefore, there are no valid cities in 45 < A < 60 and 37.5 < ¢ < 52.5. We move again to 30 < A < 45
and 37.5 < ¢ < 52.5. Here, we find 12 cities with airports. Let us look at their climates as well.

1. Aktau has an average minimum temperature of —2°C; it is disqualified.

2. Ahvaz has an average minimum temperature of 7.2°C; it is valid.

3. Shahrekord has an average minimum temperature of —8°C; it is disqualified.
4

. Esfahan has an average minimum temperature of —2°C; it is disqualified.

5. Tehran has an average minimum temperature of —2°C; it is disqualified.

6. Tabriz has an average minimum temperature of —5.7°C; it is disqualified.

7. Tbhilisi has an average minimum temperature of —1°C; it is disqualified.

8. Batumi has an average minimum temperature of 3°C; it is valid.

9. Vladikavkaz has an average minimum temperture of —6°C; it is disqualified.

10. Nalchik has an average minimum temperature of —7°C; it is disqualified.
11. Sochi has an average minimum temperature of 3.6°C; it is valid.

12. Mineralnye Vody has an average minimum temperature of —5.7°C; it is disqualified.

Therefore, the list of recommended cities can be generated:

City Latitude Longitude
Ahvaz, Iran 31°19’13”N  48°40°09"E
Batumi, Georgia 41°38'45"N  41°38’30"E
Sochi, Russia 43°35°07"N  39°43'13”E

Table 6: The list of recommended places for the ‘Small Meeting’
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6 Limitations
1. Flight delays

A study done by the Western Michigan University[3], divided flights into 11 distance groups, each
250 miles longer than the previous one. The delays encountered varied up to 2x the smallest one. After
research, they found that the distance flown and the duration of delay has a positive relationship. That
means the longer the flight, the longer the duration of delay.

Mean Departure Delay Minutes

Distance Group

Figure 18: The relationship between delay time and flight length.

Since the meeting arrangement involves people from all corners of the world and the flight lengths
are likely going to vary, the delays encountered will then also be large and varying. This means that the
flight times may be heavily prolonged.

2. Neglection of climate and other factors

Jet lag was the main factor we considered with productivity. However, the influence of differences
in climate, temperature and other factors can also be significant, and they were not accounted for apart
from in the final filtering.

For example, for some participants, their home cities may still be in summer while the city we
have chosen may be already in winter. That would result in an impact to productivity that we had
not considered in our calculations. But admittedly, jet lag is still the major cause of almost all the
biological /environmental stress exerted on our body, so the issues should not be too large.

3. Ticket prices and flight routes

So to make it simple, we just assumed the ticket price is directly proportional to the distance traveled.
In order to minimize the cost of meeting, we chose the city for which the sum of the distances traveled
by all the participants was the smallest.

However, in reality the price of the air tickets vary a lot. Time of purchase is one factor; The
earlier it is bought, the cheaper it is. The airline chosen may also have a great impact on the price of
the tickets. Taking transfer flights in another variable which we neglected; This would affect both the
distance traveled and the cost.

4. Incomplete representation of timezones

Some time zones such as UTC+13 and those with fractional time offsets such as UTC+5.75 have
not been considered, instead the ’regular’ timezones absorbing them into their corresponding latitudes
in fractions of 15°. UTC+13 was mapped to UTC-11, UTC+5.75 was UTC+6, etc.

Furthermore, timezones often wrap around country borders, and do not follow the lines of latitude.
This was also neglected for convenience. As a result, some selected cities may not be actually in the
timezones that were selected for.
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Nevertheless, this is a reasonable concession, as the day/night cycle does follow the lines of latitude,
and arguably even if the individuals sleep late/early relative to local clocks, can still synchronize to
the day/night cycle. In addition, the clocks of UTC+13 do match those of UTC-11, making it logical
to combine them. Therefore, productivity may not be truly be impacted. It was clear to us that the
convenience of clean mapping to latitudes outweighed the possible inaccuracies caused.

7 Strengths
1. Flexibility

The whole model was built to stand alone without any given data, which means it can be applied to
any case as long as the home cities of the participants are provided. In other words, this model is not
limited to the two test cases only.

2. Minimalism

As said, the number of variables considered is small, and they are easy to access. By avoiding the use
of other factors such as airline price differences, transfer flights and specific weather patterns, we have
limited the amount of work necessary to obtain the necessary inputs.

This is important as for many smaller or less wealthy countries or airlines, information may not be
as readily available. Complex algorithms may break down in these cases, and therefore the chance of
issues as the number of participants increases will also rise. This also links to scalability.

3. Scalability

Productivity was maximized and cost minimized only by considering the total distance traveled by
all the participants and the time zone differences. As all of this is quantitative and not qualitative data,
all calculations can be left to the computer after the formulae for sort keys have been defined. Using a
spreadsheet allows the same mathematical operations to be repeated across a large volume of data.

Furthermore, if fully automated, this algorithm runs in polynomial time. As a result, even for
conventions with hundreds of people, the runtime will be minimal compared to more complex algorithms.
This could be important for large companies that need to hold large events, but are unable to afford so
much runtime.

8 Weaknesses
1. Inaccurate modeling of jet lag

For all models, imprecision must exist. The result we have got is a good one but not the best one.
During the whole process of building this model, we have done a lot of research and collected data from
different resources. Most majorly, our work on jet lag drew on previous studies regarding the impact of
jet lag on athlete’s performance.

However, mental work may not necessarily follow the same trends as physical performance. So, our
simulations of the influence of jet lag may not be an accurate reflection of the true impact. Without
actual scientific studies, our approximations will have to remain approximations.

2. Ocean areas

As the first two stages of selection do not involve specific cities, it is possible that with certain setups
the final region will end up in the middle of an ocean. This is likely to occur if the cities involved are on
opposite sides of an ocean: for example, cities on the East Coast of the USA and in Europe would give
a final region somewhere in the Atlantic Ocean.

In that case, you would have to backtrack, and it might take a long time to locate a region with accept-
able cities. This would waste computation time and introduce inefficiencies compared to an algorithm
that started from a list of cities.
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9 Conclusion

After preliminary literature review, data collection and some shallow research, we approached this ques-
tion by building an algorithm involving two steps of filtering. We took into account the amount of jet lag
and the distances traveled, corresponding to losses in productivity and the cost of the tickets respectively.
These variables were used to determine the approximate longitude and latitude of the solution region,
from which we selected cities that matched our criteria to produce the final list.

The algorithm was tested on two test cases.

The first test case, where there were individuals coming from Monterey, Zutphen, Hong Kong, Shang-
hai, Melbourne and Moscow, resulted in a recommendation list of one:

1. Xi’an

2. Cheng Du
3. Nanchong
4. Lanzhou
5. Xining

The second case, involving two people from Hong Kong, two from Boston, and one from each of
Copenhagen, Utrecht, Moscow, Warsaw, Singapore, Beijing and Melbourne, resulted in a recommenda-
tion list of three:

1. Ahvaz, Iran
2. Batumi, Georgia

3. Sochi, Russia.

This model is of use to any international meeting organizer. The algorithm is quantitative, logical
and requires minimal amounts of input. By processing the basic information of the home cities, it can
quickly output a list of recommended cities.

There are some flaws to this model, such as the neglection of some minor productivity-impacting
variables and the simplification of timezone divisions. However, they are compensated for the high
efficiency, simplicity and flexibility of the model which makes it adaptable to a large number of cases,
even with more obscure home cities or with very large numbers of participants.

References

[1] Davis, John. “Jet Lag and Running Performance: How to Minimize the FEffects.”
Runners Connect, runnersconnect.net/the-impact-of-jet-lag-on-running-performance-and-how-to-
minimize-its-effects/. Accessed 2 Apr. 2017.

[2] “Airline Fare Analysis: Comparing Cost per Mile.” Rome2rio, 2 Jan. 2013,
www.rome2rio.com/blog/2013/01/02/170779446/. Accessed 3 Apr. 2017.

[3] Blackwood, Paul. “Understanding Flight Delays at U.S. Airports, Using Chicago O’Hare Interna-
tional Airport as a Case Study.” Scholarworks at Western Michigan University, Apr. 2012, scholar-
works.wmich.edu/cgi/viewcontent.cgi?article=1033&context=masters theses. Accessed 5 Apr. 2017.

20



